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Allocation of scarce life-saving 
resources (ventilators, ICU beds)

§ priority to whom?
§ sickest, most likely to survive, 

first-come first-serve,…

Lockdown measures

§ when and how long?
§ harm to vulnerable groups 

(physically? socio-economically?), 
to essential workers, to youth



Challenge to traditional contact tracing

§ respiratory transmission
§ up to 14-day incubation
§ asymptomatic contagion
§ wide spread

Ethical issues:

§ reducing harm
§ access to information (agency)
§ patient privacy (agency)

Question: How to balance?

https://blog.petrieflom.law.harvard.edu/
2020/03/30/anonymity-in-the-time-of-a-
pandemic-privacy-vs-transparency/



Digital contact tracing:

§ privacy-by-design
§ availability of information
§ accuracy
§ speed

Ethical issues:

✅ reducing harm
✅ access to information (agency)
✅ patient privacy (agency)

Question: How to balance?
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(1) Adoption
Low rate of download & running

(2) Response 
Unreliable response to test results 
& exposure notifications

DESIGN

POLICY + 
DESIGN

https://aiethicslab.com/contact-tracing/



§ “prediction algorithms to identify and help patients with complex health 
needs”

§ “algorithm predicts health care costs rather than illness, but unequal 
access to care means that we spend less money caring for Black patients 
than for White patients”

§ “Remedying this disparity would increase the percentage of Black patients 
receiving additional help from 17.7 to 46.5%”

https://science.sciencemag.org/content/366/6464/447/

BIAS IN HEALTH PREDICTION TOOLS



Types of biases in AI systems:

§ data (collection, labelling)
§ algorithm (purpose, inputs)
§ context and use

How to deal with them?

§ datasets
§ algorithm
§ testing
§ feedback loop



AI Research with Human Subjects (AI HSR)

§ The Belmont Report 
Principles of Biomedical Ethics
§ respect for persons (autonomy)
§ beneficence – non-maleficence
§ justice

§ Common ethical questions in AI HSR
§ data sets

§ algorithmic bias; secondary use; re-identification; consent
§ research participation

§ black box / explainability; risk assessment; withdrawal; whose data?
§ misuse

§ dual use; function creep



https://about.citiprogram.org/en/course/technology-ethics-and-regulations/



AI / TECH ETHICS: DESIGN + RULES

Content / product: Developing ethical technologies

Process: Ensuring ethical processes for tech development

Implementation: Using and implementing tech ethically



RESEARCH DESIGN DEVELOPMENT IMPLEMENTATION UPDATE

ethics review
ethics approval



https://aiethicslab.com/big-picture/DYNAMICS OF AI PRINCIPLES



DYNAMICS OF AI PRINCIPLES https://aiethicslab.com/big-picture/



EUROPEAN COMMISSION
HIGH-LEVEL EXPERT GROUP ON AI https://ec.europa.eu/futurium/en/

ai-alliance-consultation



https://aiethicslab.com/the-box/

Article: “Operationalizing AI Ethics 
Principles”

https://aiethicslab.com/
operationalizing-ai-principles/



https://aiethicslab.com/big-picture/



RESEARCH DESIGN DEVELOPMENT IMPLEMENTATION UPDATE



WHERE?

§ Companies 
§ Incubators / Accelerators
§ Research Institutions / Academia
§ Governmental Organizations

WHO?

§ Creators
§ Leaders
§ Users
§ Investors



https://aiethicslab.com/pie-model/ https://aiethicslab.com/forbes-ai/
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